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Bond Paths as Privileged Exchange Channels

A. Mart#n Pend$s,*[a] Evelio Francisco,[a] Miguel A. Blanco,[a] and Carlo Gatti[b]

Introduction

Real-space analyses of wavefunctions have contributed
much to enrich the theory of chemical bonding, supplement-
ing the dominant molecular orbital (MO) view with orbital
invariant quantities whose definition and interpretation does
not depend on the particular route taken to obtain the
wavefunction (e.g., its one- or multideterminant character,
its valence-bond or MO origin). Among these, the quantum
theory of atoms-in-molecules (QTAIM) of Bader and co-
workers[1] stands as one of the best-known, most-cited real-
space approaches, this being a consequence of its elegance,
mathematical simplicity, and deep physicochemical insight it
has provided over the years.
The outstanding position of the QTAIM has been accom-

panied, as part of the conventional falsification-based scien-
tific procedure, by intense periodic waves of scrutiny, affect-

ing both its foundations,[2–4] and the relation between its cen-
tral quantities and similar (although not necessarily identi-
cal) concepts in other approaches to chemical bonding. One
of the recurrent criticisms that we encounter is related to
the physical meaning of bond paths (BPs) or bond critical
points (BCPs) in the electron-density scalar field 1(r). Ac-
cording to the, let us say, orthodox QTAIM interpretation,[1]

the presence of a BP between two atoms is a necessary and
sufficient condition for the atoms to be bonded to one an-
other when there are no net forces acting on the nuclei.
However impressive the ability of such a simple recipe to

algorithmically recover the chemists. lines drawn between
atoms, it has become clear that not all BPs are found where
chemists will find bonds.[5] Bader has repeatedly noted that
the approximate homeomorphism between the virial and
the electron-density fields[6,7] assures that the presence of a
BP at or near equilibrium molecular geometries (so a mirror
virial path exists in the virial field) warrants an energy low-
ering, thus confirming the formation of a bond. In recent
years,[8] the existence of attractive Ehrenfest forces across
the surface separating bonded atoms has reinforced such
statements.
One well-known example of disagreement between the

QTAIM and classical views is the presence of BPs between
sterically crowded atoms, as shown by Cioslowski and
Mixon[9] in ortho-substituted biphenyls. These authors pro-
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Abstract: Evidence that the bond paths
of the quantum theory of atoms-in-
molecules (QTAIM) signal preferred
quantum-mechanical exchange chan-
nels is presented. We show how bond
paths between an atom A and the
atoms B in its environment appear to
be determined by competition among
the A–B exchange-correlation energies
that always contribute to stabilize the
A–B interactions. These pairwise addi-
tive stabilizations depend neither on
the attractive or repulsive nature of the
classical electrostatic interaction be-

tween the atoms. charge densities, nor
on the change in the self energies of
the atoms involved. These other terms
may well cause an overall molecular-
energy increase in spite of a possibly
large A–B exchange-correlation stabili-
zation. After our proposal, bond paths,
both at and out of equilibrium geome-

tries, are endowed with a specific ener-
getic meaning that should contribute to
reconcile the orthodox QTAIM inter-
pretation with other widely accepted
views, and to settle recent controversies
questioning the meaning of hydrogen–
hydrogen bonding and the nature of
the so-called “steric interactions”, the
role of bond paths in endohedral com-
plexes, and the generality of the results
provided by the QTAIM. Implications
for the nature of more general closed-
shell interactions are also briefly dis-
cussed.
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posed that BPs signaled either bonding (attractive) or non-
bonding (steric, repulsive) interactions. Other interesting
cases include the ubiquitous anion–anion BPs found in
many inorganic solids,[10] which have also been interpreted
by some authors as clear cases of nonbonding interactions.
A recent work by Haaland, Shorokhov, and Tverdova[11]

showing the existence, and criticizing the meaning of He�C
BPs in the metastable He@adamantane endohedral com-
plex, was thoroughly contested by Bader and Fang.[8] This,
together with a paper by Matta et al.[12] claiming the exis-
tence of generalized H�H bonding situations, including
those between the two ortho hydrogens in the planar transi-
tion state of biphenyl, has triggered a new wave of intense
debates. For instance,[13,14] Poater, SolJ, and Bickelhaupt
used the Ziegler–Rauk[15,16] energy decomposition analysis
(EDA) to purportedly falsify the existence of H�H bonding,
reporting that the classical steric repulsion is in fact respon-
sible for the twisted geometry of biphenyl, and that many of
the central concepts of the QTAIM are unclear. Subsequent
manuscripts focused on discrediting either the physical basis
of EDA,[17] or the predictive power of the QTAIM. Very re-
cently, Poater et al.[18] have extended their arguments to un-
derstand the kinked geometry of polycyclic benzenoids.
Central to the discussion and to chemistry itself lies a con-

fusion between pairs of related but different concepts. On
one hand we have bonds, which introduce a special relation-
ship among atoms (usually two); and we have binding, relat-
ed to the energetics of a bound state. On the other hand we
use forces among objects, which may be attractive or repul-
sive, and we speak of stabilizing or destabilizing phenomena,
when we turn to the energy scale. An objective use of these
concepts should cause no concern to anyone. Unfortunately,
this is not what we usually find. No atoms suffer forces in
EDA, but systems prepared in well-defined states (inde-
pendently of their being physically meaningful) suffer
energy changes. Who senses the repulsions, or the attrac-
tions? And how is the bonding network obtained in EDA?
Not from an EDA-consistent framework, but probably from
interatomic distances, Mulliken overlap populations, or
simple a priori knowledge. Similarly, if equilibrium energies
are written as a sum of atomic contributions in QTAIM, to
what BP (i.e., bond) do we assign a given energy change?
And how do we interpret it, given that at stationary points
there are clearly no forces either on the nuclei or the elec-
trons? Even more clearly, at any non-equilibrium geometry
(e.g., just coming out of the planar biphenyl and sliding
down to the twisted minimum) there will be only (Feynman)
forces exerted upon the nuclei, because any (Born–Oppen-
heimer) wavefunction has an equilibrium electronic system.
Upon what objects do the alleged steric repulsions act? The
answer from any global procedure such as EDA might be
that, overall, the energy increase coming from the antisym-
metrization of the fragments. wavefunctions (named Pauli
repulsion) accounts for the observed behavior, but rigorous-
ly speaking, it should not appeal directly to repulsions be-
tween particular atoms.

A quote to the previously cited paper by Haaland, Shoro-
khov, and Tverdova helps us pinpoint the situation: “Most
chemists would probably agree that the defining property of
a chemical bond is the existence of a positive bond rupture
energy, that is, that the energy of the molecule is lower than
the energy of the fragments…”. This statement does not
allow for metastable bonds, well known and clearly within
the scope of Pauling.s classical definition[19] of a chemical
bond. For instance, the U2

2+ cation is unstable with respect
to a Coulomb explosion into two U+ ions,[20] although a bar-
rier greater than 150 kcalmol�1 makes it metastable. And
the D3h isomer of ozone,

[21] which lies about 30 kcalmol�1

above the angular minimum, has three equivalent O–O
links and liberates energy when one of them is broken to
form the usual C2v isomer. Most chemists would probably
draw a U–U or three O–O lines in the above cases, in line
with Pauling. And on accepting this, the connection between
the existence of a particular bond and an overall energetic
stabilization becomes complex. Chemical bonds between the
host and the cage in He@adamantane are denied by Haa-
land, Shorokhov, and Tverdova by using their bond-rupture-
energy criterion, because the complex is metastable with re-
spect to dissociation, with a large barrier. They would, how-
ever, be readily accepted in exothermic compounds, such as
B3+@adamantane[8] or Sc3N@C80.

[22, 23] The situation would
not be so clear had they used Pauling.s definition. These
simple examples show that in borderline cases there is no
general consensus on when and how we should draw a line
between two atoms, nor on the relation between these lines
and the energy of a molecule.
Here we show that a proper answer to the BP problem,

together with a companion energetic image compatible with
classical models, exists within the QTAIM. It is based on
recognizing in the previous arguments the main drawback of
current QTAIM energetic analyses: a lack of interaction
energy terms between quantum atoms. The calculation of
such terms within a Hartree–Fock scheme was proposed and
first computed by Mayer et al.[24,25] Recent algorithmic ad-
vances,[26,27] together with the proposal of a fruitful general-
ized theoretical framework based on the theory of electronic
separability of McWeeny,[28] have led to what we have
named the interacting quantum atoms (IQA) approach.[29–31]

This allows us to write the total energy of a system (E) as a
sum of atomic self energies, which contain all the intra-
atomic energetic terms, plus a sum of pairwise additive in-
teraction energies between atoms: E=�AEA

self+�A>BE
AB
int .

The latter are best interpreted as made up of a classical
electrostatic component, VAB

cl , and a stabilizing quantum-me-
chanical correction, VAB

xc , the exchange-correlation potential
energy, EAB

int =VAB
cl +VAB

xc . The full procedure is orbital invari-
ant.
Our aim is to show that BPs signal privileged, or direct,

electron-exchange channels between atoms, and thus con-
tribute to lower their mutual interaction energy. Adequate
consideration of the remaining energetic contributions, that
is, the classical interaction and the corresponding atomic self
energies, demystifies the meaning of BPs, now clear even at
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non-equilibrium situations. Moreover, a comparison be-
tween IQA and other schemes, such as EDA, is relatively
straightforward,[32] contributing to building bridges among
conflicting chemical-bonding models. In addition, because in
IQA there are sizeable interactions both between bonded
(i.e., joined by a BP) and nonbonded atoms, our view
should also clarify how a theory with localized BPs, such as
QTAIM, is compatible with the non-localized bonding views
that are emerging for intermolecular interactions, recently
reviewed by Dunitz and Gavezzotti.[33]

To illustrate our arguments, a number of simple systems
were selected that exemplify the different concerns around
the BP and BCPs concepts described above. Our journey
will show how Vxc is the quantity related to the appearance
of BPs, and how bonds, binding, and forces may be recov-
ered from a single framework.

Theoretical Methods

The IQA approach : As briefly considered in the Introduc-
tion, the IQA approach[26,27,29–32] uses a one- and two-basin
partitioning of the molecular energy using QTAIM groups
[Eq. (1)]:

E ¼
X
A

Z
WA

dr1

�
T̂�

X
B

ZB

r1B

�
11ðr1;r 01Þ

þ 1
2

X
A,B

Z
WA

dr1

Z
WB

dr2
12ðr1,r2Þ

r12
þ
X
A>B

ZAZB

RAB

ð1Þ

In this expression, WA is the basin of nucleus A, and 11, 12
the first- and second-order reduced density matrices, respec-
tively. IQA takes over the above partition, joining energetic
terms such that chemically meaningful objects appear, in the
light of McWeeny.s[28] theory of electronic separability. Thus
[Eq. (2)],

E ¼
X
A

ðTA þ VAA
en þ VAA

ee Þ þ
XA
A>B

ðVAB
nn þ VAB

en þ VBA
en þ VAB

ee Þ

¼
X
A

EA
self þ

X
A>B

EAB
int

ð2Þ

in which we have used an easy-to-decrypt nomenclature in
which A,B represents either atom (basin plus nucleus) or
groups of atoms (the union of a number of basins and their
corresponding nuclei).[29, 31,34] Intrabasin contributions define
a group.s self energy, and all interbasin ones the pairwise-
additive interaction energy between pairs of groups. When
appropriate group reference energies, EA,ref, are used to
define a given binding-energy scale, it is useful to introduce
group deformation energies, EA

def=EA
self�EA,ref. Binding in

IQA results from the competition between group deforma-
tion (or promotion, usually positive) and intergroup interac-
tion (overall negative): Ebind=�AEA

def+�A>BE
AB
int . Interac-

tions are read in the chemical scale by decomposing[27] 12
into coulombic and exchange-correlation contributions, 12=

1C2 + 1xc2 , so that VAB
ee =VAB

C +VAB
xc . In this way, each inter-

group interaction may be divided into a classical, VAB
cl =

(VAB
nn +VAB

en +VBA
en +VAB

C ), and an exchange-correlation (non-
classical, quantum) term, VAB

xc . The IQA decomposition pro-
vides a means to quantitatively gauge the relative roles of
deformation, classical, and nonclassical interactions in differ-
ent bonding regimes.[29,31] Interesting insights into the origin
of the different IQA terms may be found by appealing to
electron-population-distribution functions (EDFs) within
atomic basins, that is, the probabilities p(S) of a given parti-
tion (or real-space resonant structure) S of the n electrons
of a molecule into its m basins: S= (n1, n2, …, nm), such that
exactly n1, …, nm electrons lie within basins 1, …, m.

[35]

Computational details : All wavefunctions were obtained
through the GAMESS[36] code by using 6-311G++ ACHTUNGTRENNUNG(d,p)
basis sets. Nondynamic correlation effects were incorporated
in the smallest systems at the complete active space (CAS)
level, using all of the molecular valence electrons and a
number of active functions equal to the total number of va-
lence atomic orbitals (full valence CAS). Geometries that
fix particular distances or angles were fully optimized for
the rest of nuclear degrees of freedom. The IQA analysis
was performed by using our PROMOLDEN code. Numeri-
cal integrations used atomic b spheres with radii adjusted to
90% of the distance from the nucleus to the nearest basin
boundary. Inside the b spheres, restricted angular Lebedev
quadratures with 302 points, and 256 points Gauss–Cheby-
chev mapped radial grids were used. l expansions were cut
at l=6. Outside the b spheres, extended 4000 points Lebe-
dev, 512 mapped radial points trapezoidal quadratures, and l
expansions up to l=10 were selected. Total energies recon-
structed from these IQA decompositions result in accuracies
better than 0.5 kcalmol�1. Electron-number distribution
functions (EDF) were constructed from the PROMOLDEN
basin integrations through our EDF code.

Results and Discussion

BPs signal privileged exchange channels : Any molecular
graph built from QTAIM bond paths is necessarily connect-
ed, a property emanating from the general features of the
electron-density field, and a nucleus may thus be reached
from any other by following a series of BPs.
Two interesting limits for understanding the appearance

of BPs are clear. At large internuclear distances, as in the
case of weak intermolecular interactions, the question re-
duces to which atoms get directly linked by a BP. In the sim-
plest cases, such as in a He2 system, the two atoms must
share a BP at any separation. The changes of almost all the
standard basin (and basin-surface) properties in the ap-
proach of two atoms to form diatomic molecules have been
fruitfully explored,[37] but the interpretation of BPs based on
this faces the problem that many of these quantities (such as
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the change in the atomic kinetic energy, or the Ehrenfest or
Feynman forces) change sign at particular internuclear dis-
tances. If the approaching groups have internal structure
(e.g., two interacting CO2 molecules), new degrees of free-
dom appear, and now we must also understand why some
atoms become bonded, and others do not. Interestingly,
deep insights into the nature and directionality of intermo-
lecular forces have been obtained by considering BPs in
weakly bound systems.[38] Moreover, the promolecular
model,[39] which approximates the molecular density by
simply adding in vacuo atomic densities and which generally
succeeds predicting the topology of 1 in standard molecules,
often fails in weak complexes.
At typical interatomic distances, on the other hand,

atomic-size coordinates have been used to predict BPs, in
line with the work by Cioslowski and Mixon.[9] According to
this interpretation, BPs appear whenever two atoms inter-
penetrate beyond the sum of their van der Waals radii, their
BP being nonbonded in the case of two approaching closed
shells, for instance. However, it is known that distance (i.e. ,
size) does not complete the picture in this regime, as exam-
ples are known of atoms that become better bonded to far-
ther rather than closer neighbors.[40] The particularly clear
role of atomic (or ionic) size found in our studies of the top-
ology of 1 in ionic crystals,[10,41] which offers a modern per-
spective of Pauling.s rules for phase preference, clarifies
that size dominates whenever the prevailing binding forces
are not particularly directional. This is the case of the elec-
trostatic binding in alkali halides. As directional quantum-
mechanical contributions take over electrostatics, new varia-
bles may invalidate the distance rule.
At this point, the plausible role of the exchange-correla-

tion potential energy in determining BPs emerges. We ex-
amine this possibility by appealing to three simple processes
in which BPs suffer important rearrangements. Two of them
are classic examples. The first one (Scheme 1) is the C2v ap-

proach of an O(1D) atom to a 1P þ
g H2 molecule to form a

ground-state water species, in which a BP from the O atom
to the H�H BCP changes into the two standard O�H BPs
in H2O.

[1] The second process (Scheme 2) is the HCN to
CNH isomerization, and the third one (Scheme 3) is an ex-
cursion over a portion of the LiF2

� electronic-energy surface
in which a fluoride anion moves around a circle of fixed
radius r=3.326 R centered at the midpoint of a LiF mole-

cule with d=1.653 R passing from a FLiF to a LiFF configu-
ration. All of these processes were computed at the full-va-
lence CAS level, with evolution coordinates as follows: the
d distance in 1; the aHcmC q angle (cm standing for the
center of mass of the CN subsystem) in 2 ; and the a coordi-
nate in 3. In this last system, the CAS optimization fails to
converge if a9408, but this is not a severe problem for our
purposes.
From the energetic point of view, process 1 proceeds from

the large d limit through a small barrier of about 2 kcal
mol�1 at d�2.0 R, when the HOH angle is 21.68 and the H–
H distance has increased by 0.005 R towards the deep H2O
well at d=0.602 R, 147 kcalmol�1 below the O(1D)+
H2(

1P þ
g ) limit. For our purpose, this exemplifies the compe-

tition between the weak O–(H2) plus strong covalent H–H
interactions at large d, and the two heteropolar O–H links
in water. Similarly, the HCN to CNH isomerization, which
proceeds through a 53 kcalmol�1 barrier at q=77.88 towards
a CNH product 15.9 kcalmol�1 above the HCN moiety,
serves as a more subtle example of competition between the
H–C and H–N links. Finally, process 3 displays a continuous
energy increase of about 100 kcalmol�1 as a goes from 180
to 08, dominated by electrostatic interactions, but with a BP
change from Li�F to F�F.
The topological changes suffered in these ABC rearrange-

ments are well understood.[1] System 1 passes through an
ephemeral ring structure, with both O�H and H�H BPs,
formed at d�1.391 R and destroyed at d�1.389 R to col-
lapse on the water molecular graph. Processes 2 and 3 result
in a conflict catastrophe at q�768, and a�110.58, respec-
tively. It is important to notice that the existence of barriers
or transition states is not directly related to topological
changes. In 1, the catastrophe occurs about 30 kcalmol�1

below the transition state, in 2 it lies close to the barrier, but
at definitely different q values, and in 3 there is topological
change without energetic stationary point. When and why
does an atom prefer one BP over the other?

Scheme 1. Geometrical parameters in processes 1–3.

Scheme 2. Conventional view of two-orbital, two-electron attractions vs.
two-orbital, four-electron repulsions.

Scheme 3. Systems with H–H interactions.
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The image released by examining the IQA interactions is
revealing, as shown in Figure 1. In 1, at large d values an
isolated oxygen atom starts interacting with a previously ex-

isting H2 molecule. The only important interaction in this
regime, which persists until the top of the small energetic
barrier, is the H�H one. This, as an archetypal nonpolar co-
valent link,[29,42] is in turn dominated by the VHH

xc term, with
a small destabilizing classical component. As d decreases
EHH
int increases, first as an almost pure exchange (covalent)
phenomenon, but soon after the barrier is surmounted, a
rather sudden charge separation introduces large electrostat-
ic components in the interactions. The OH link gains impor-
tance, becoming dominated by the deeply stabilizing Vcl

term, and VHH
xc becomes negligible, with a destabilizing EHH

int

coming from the classical repulsion between the equally
charged hydrogen atoms. The spin couplings among the
electrons lying within the hydrogen basins draw a simple
chemical process: As the oxygen atom approaches, the ini-
tially spin-paired electrons of the H2 molecule lose their
spin coherence, which is regained by electrons in the oxygen
basin. For instance, the probability 1(nH1=1, nO=8, nH2=1)
that each of the hydrogen atoms bears one electron is 0.579
at d=3.0 R, only slightly below that in a free H2 molecule,
0.583. 100% of these cases correspond to a ›fl (or fl›) cou-
pling in both hydrogens. In contrast, at d=0.5 R p(1,8,1) has
decreased to 0.112, and only 50.02% of these cases are now
spin-paired ones, showing that the hydrogen electrons have
almost independent spin. Spin pairing, one of the most
clear-cut features in traditional bond theory, supports the
HH link being substituted by two OH ones, independently
of any concomitant charge transfer among the basins and,
thus, of its associated electrostatic component.
As shown in Figure 1, a given hydrogen atom chooses to

be topologically linked through a BP with the atom that
provides the larger exchange-correlation stabilizing interac-
tion (i.e. , the largest energetic contribution due to spin pair-
ing). The VHH

xc =VOH
xc event occurs at d=1.379 R, very near

the topological change. Interestingly, p(1,8,1)=0.778 at d=

1.39 R, very close to the 3/4 value that one might expect
from a 50% broken H�H bond. The correspondence be-
tween topological change and Vxc, which was initially
sought, and not found with the position of transition states
in energy landscapes, is a strong indication of the role of
BPs as preferential exchange channels.
The HCN isomerization[43] provides a more subtle exam-

ple of BP competition, with a total molecular-energy scale
one order of magnitude smaller than that in process 1, even
though the IQA results are qualitatively identical. As no-
ticed previously,[31] the main reason underlying the greater
stability of the HCN isomer is the more covalent character
of the HC versus the HN interaction. Notice how in the
CNH energetic region the CH interaction is basically elec-
trostatic, and the HN and CN ones display both large elec-
trostatic and exchange-correlation components. At the HCN
end the situation has changed dramatically, and CN is now
the only pair with a relevant ionic-interaction term. Again,
VHC
xc and VHN

xc cross at almost exactly the conflict catastrophe
point, which this time is also very near the top of the overall
energetic barrier. The total HC and HN interaction energies
do also cross, but at much smaller angles.
Finally, process 3 was chosen to demonstrate the secon-

dary role of classical electrostatics in determining BPs. Inter-
estingly, the absolute values of the topological charges of
the three atoms are greater than 0.93 e during all the pro-
cess, so very ionic interactions indeed determine the total
molecular energy. At any a angle, EFF

int is positive and large,
as expected, so the interaction between the two anions de-
stabilizes the system. The contrary holds for ELiF

int . Interest-
ingly, the exchange-correlation Vxc components are the only
energetic terms of comparable magnitude (see the inset in

Figure 1. Evolution of relevant IQA interaction components in the 1
(top), 2 (center), and 3 (bottom) processes along their corresponding
evolution coordinates. Total molecular energies are also plotted as thick
full lines that should be read on the right energetic scale. The Vxc crossing
in system 3 is enlarged as an inset (bottom). Topological changes are in-
dicated by vertical dotted lines.
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Figure 1, a few kcalsmol�1), and become equal at about a

�1208, near the, but definitely at a larger a angle than, the
conflict point. The fact that the F�–F� BP appears when
there is a substantial increase in VFF

xc relative to VLiF
xc should

help to settle the controversy around the role of anion–
anion BPs. They signal, as in other less-disputed cases, pre-
dominantly stabilizing exchange interactions, whose pres-
ence is almost compulsory in condensed phases, independent
of the overall repulsion due to electrostatic effects. Similar
comments apply to the nature of the stabilizing interactions
found in the halogen–halogen synthons used in crystal engi-
neering.[44]

In summary, the primary factor determining the appear-
ance of BPs is exchange (or exchange-correlation), which in
more chemical terms may be read as the energetic counter-
part of spin pairing. In the absence of long-range delocaliza-
tion, this contribution is strongly anisotropic, and decays ex-
ponentially with the intercenter distance.[31] In its strong
regime, that is, Vxc� tens of kcalmol�1, it gives rise to the
traditionally directional covalent forces, and the rules of va-
lence apply to BPs. In contrast, if nondirectional electrostat-
ic terms dominate the interactions, a case common in ionic
crystals with Vxc values closer to 1 kcalmol

�1, distance be-
comes important, size coordinates gain relevance, and Paul-
ing.s rules are uncovered.[41] In the case of weak, non-elec-
trostatic interactions, a mixture of distance and residual-di-
rectionality criteria will determine which BPs exist.

Overall closed-shell destabilizations are compatible with
local stabilizing interactions : We are now in a position to
understand the meaning of other controversial BPs, as in
our previously commented endohedral or hydrogen–hydro-
gen bonding cases. In one way or another, they all may be
viewed as the standard “repulsive” two-orbital, four-electron
interactions in molecular orbital (MO) theory, opposed to
the bonding two-orbital, two-electron case of H2
(Scheme 2). Notice that by sliding one of the interacting or-
bitals in 5 we may also include the Li+–F� case in the first
class, stabilized by electrostatics. We will focus here on the
H–H problem, which will provide insights of quite general
validity.
A blind translation of the concepts developed so far

would lead us to predict that, as soon as the stabilizing Vxc

term between the “sterically” crowded atoms would become
intense enough, that is, at a sufficiently short distance that
would depend on the nature, number of electrons, and size
of their nearest neighbors, a BP would develop. Further-
more, for typical R-C-H···H-C-R’ interactions with negligi-
ble net charges on the hydrogen atoms, we would predict a
window of H–H distances with total stabilizing EHH

int . This is
exactly the behavior found. To exemplify this, we will sum-
marize some results obtained in the systems of Scheme 3.
These results include the head-to-tail approach of two

identical molecules: H2 in 6, LiH in 7, and methane keeping
a D3d symmetry in 8, all of them with a dissociating mini-
mum configuration (see, however, the discussion on 7
below). They also include the intramolecular H–H interac-

tions between the closest 1,4 hydrogens in planar cis-buta-
diene, 9, and the 2,8 ortho hydrogens in the planar and
twisted geometries of biphenyl, 10. All degrees of freedom
except the relevant H–H distances d in 6–9 were optimized.
Because the computation of interactions in biphenyl is a dif-
ficult computational task, we have restricted our wavefunc-
tions to the Hartree–Fock level and, for consistency, the
same was done in 6, 8, and 9. Systems 6 and 7 were also
computed at the CAS level previously described.
From the structural point of view, it is experimentally

known[45] that biphenyl has a twisted structure with a dihe-
dral angle between the phenyl planes f=44.48, and a planar
transition state 1.4 kcalmol�1 above the twisted structure
(another perpendicular one will not be considered here).
Any reasonable wavefunction (including a minimal basis
HF//STO-3G calculation) predicts a twisted minimum that
increases in energy towards the planar structure. In our case
f=44.68 and DE=3.3 kcalmol�1, showing that the HF
model contains all the necessary elements to understand the
problem. Changing from the twisted to the planar structures
induces a large decrease in the d distance between the ortho
hydrogens, from 2.488 to 1.963 R, coupled to a slight in-
crease in the interphenyl dCC distance of 0.01 R and a small
decrease of 0.003 R in the ortho dCH distance. These have
been traditionally interpreted as signs of “steric crowding”.
Similar results hold as d is constrained to decrease from its
optimum value in cis-butadiene, d=2.34 R. For instance, at
d=1.52 R, DdCC=0.007 and DdCH=0.009 R, respectively.
We have found that the behavior of dCH (or its equivalent
dRH in 6, 7, and 8) depends on the type of constraint im-
posed on the H–H distance. If dRR is constrained, then the
hydrogen atoms are forced into local Feynman-force equi-
librium, and d decreases. This is also found in planar biphen-
yl, in which the phenyl–phenyl link acts as an external dRR
constrain. If, on the contrary, it is d itself that is artificially
fixed, then the R groups are forced to local equilibrium, and
dRH increases, as found in 9. Again, this behavior has usually
been understood in terms of “closed-shell repulsions”. Over-
all destabilization is not necessarily coupled to destabilizing
local interactions.
From the topological front, systems 6–8 do not display

molecular graph changes in wide d regions, and BCPs
appear at the midpoint of the HH segment at any d value.
As is well known, the same BPs exist in H2 and in He2. In
contrast, 9 and 10 show topological changes, and on going
from the twisted to the planar biphenyl a BP appears be-
tween the ortho hydrogens. Similarly, a H–H path is formed
in 9 at d�2.25 R. We should notice the proximity of the
planar configuration of cis-butadiene to the formation of a
H–H bond path.
We have plotted in Figure 2 the H–H interaction energy,

as well as its exchange component (no correlation at the HF
level) in systems 6, and 7–10. Several important facts should
be noted. First, the “closed-shell” EHH

int curves have a charac-
teristic Morse-type shape with a developed 20 kcalmol�1

minimum at about d=0.9 R. Moreover, the curves are
rather universal, more so at distances beyond the minimum,
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and only reveal the particular nature of the system exam-
ined at small d values. Similar comments apply to VHH

xc . This
reasonable universality, or transferability of the interaction,
is a strong point favouring the existence of H–H bonding.
The interaction in planar biphenyl nicely fits this image,
with EHH

int =�2.6 and VHH
xc =�3.75 kcalmol�1. Its twisted

ground state has a d=2.39 R. Consistently, EHH
int =�0.3 and

VHC
xc =�0.98 kcalmol�1. Notice also how the interaction
tends to its exchange component at large distance, VHH

cl

decays more quickly than VHH
xc , and that the latter is more

transferable than the total interaction. It is easy to prove
that when two equivalent-by-symmetry atoms interact, their
Vcl interaction is necessarily positive.

[31] This is the origin of
the destabilizing wall in Figure 2 at short H–H distances,
when the nuclear–nuclear and electron–electron repulsions
dominate over the electron–nucleus attraction. In summary,
Figure 2 shows how exchange between the electrons in both
hydrogen basins gives rise to an interaction-energy image
that cannot be easily distinguished from that found in a
(weak) covalent link.
Having ascertained the stabilizing nature of the H–H in-

teraction in the systems presented above, and its exchange
origin, an important point remains to be understood,
namely, the nature of the overall energetic destabilization of
the systems as d decreases. One of the advantages of IQA
and other real-space analyses is its locality. Thus, if the phe-
nomena under study have a short-range root, it will emerge
naturally. This is our case, and we found that DE is almost
completely determined by a small subset of atoms, particu-
larly involved in the process, which we will call G, such that
DE��A2GDEA

self+�A>B,2GDEAB
int . For instance, the ap-

proach of the two methane molecules in 8 is energetically
reconstructed within a couple of kcalmol�1 by considering
the C–H···H–C subgroup. In the regime in which the
“steric” H–H interaction is stabilizing, DE>0 is clearly pos-
sible by a larger energetic counterbalance, due to a change
in either the other interactions, or the self energies of the
atoms within &. Without loss of generality, system 6 (H3–
H1···H2–H4) is perfectly suited to analyze these effects in
detail. We will use Hartree–Fock functions to allow for a

direct comparison between IQA and EDA results, with con-
strained dH3H4 optimizations.
Two d=dH3H4 distances, 3.000 and 2.187 R, with corre-

sponding H1H2 separations equal to 1.564 and 0.911 R were
selected (systems 6a and 6b, respectively). For comparison,
the free H2 equilibrium is obtained at 0.746 R. All relevant
IQA results are gathered in Table 1, and total DE values

with respect to d!1 are 5.1 and 53.7 kcalmol�1, respective-
ly. As shown in Table 1, the increase in self energy (mea-
sured with respect to self energies at the equilibrium geome-
try of H2) are very localized at the interacting side of each
molecule (H1, H2). In fact, we found that the small negative
deformations of the other end atoms are quite general in
closed-shell interactions. Notice also how the intramolecular
interactions (�137.7 kcalmol�1 in free H2) decrease in mag-
nitude as the two molecules approach. In a qualitative
sense, the pre-existing interaction of H1 with H3 becomes
shared with H2 as d decreases.
It is fruitful to construct the self energy of each H2 mole-

cule in the dimer, EH2
self=EH1

self+EH3
self+EH1H3

int . In this way, the
total DE is twice the deformation energy of each individual
monomer, EH1H3

def , plus the interaction energy between them,
EH1H3,H2H4
int . The latter may be clearly decomposed into ex-
change(-correlation) and classical components. Deformation
of the monomers, mainly driven by deformation of the di-
rectly interacting hydrogen atoms, but also by the decrease
in strength of each intramolecular H�H bond, is thus the
origin of the observed destabilization.
Even more insight may be gained if we add into a single

quantity all the deformations and intermolecular exchange
interactions. As we have previously shown,[32] this is the
IQA equivalent to the Pauli repulsion or exchange–repul-
sion (XR) term in the EDA decomposition, and we will call
it XR(IQA). In the present case, XR(IQA)=2EH1H3

def +

VH1H3,H2H4
xc .
In EDA, the interaction between two prepared monomers

is written as DEint=DVelstat+ DEPauli+DEoi. The first term is

Figure 2. Hartree–Fock EHH
int and VHH

xc energies as a function of d in sys-
tems: 6, by ^ and ^ if d or dRR are constrained, respectively; 8, by !; and
9, by !. The interaction energies in planar (10, d=1.96 R) and twisted bi-
phenyl (d=2.39 R) are also plotted with open pentagons.

Table 1. Some IQA energetic quantities [kcalmol�1] in the Hartree–Fock
H3�H1···H2�H4 system. The deformation energies (DEself) are obtained
with respect to the optimum free H2 molecule, with EH1H2

int =�137.7 and
EH1H2
xc =�163.6 kcalmol�1, respectively. All energies in kcalmol�1.

6a 6b

d [R] 1.564 0.911
DEH3

self �0.5 �0.8
DEH1

self 6.3 28.3
DEH1H2

int �7.7 �19.0
DEH1H3

int �135.2 �122.7
DEH1H4

int �1.6 �3.3
DEH3H4

int �0.7 �5.8
VH1H2
xc �8.7 �32.8

VH1H3
xc �164.3 �162.2

VH1H4
xc �1.9 �5.2

VH3H4
xc �0.9 �6.5

EH1H3
def 8.3 42.5

EH1H3,H2H4
int �11.6 �31.4

VH1H3,H2H4
xc �13.4 �44.5
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the classical electrostatic interaction between the interpene-
trating fragments. This DVelstat is a generally stabilizing quan-
tity that has received much interest in recent years.[46, 47]

When densities do not interpenetrate, as in topological ap-
proaches, its equivalent is usually much smaller, and destabi-
lizing[30,31] if charge transfer between the fragments is not
important. The energy distance between the unmodified
electrostatically interacting fragments and the wavefunction
obtained by antisymmetrizing (and renormalizing) the (geo-
metrically prepared) wavefunctions of the isolated mono-
mers, Y0, is the XR or Pauli repulsion term, DEPauli. To this,
a self consistency or orbital-interaction stabilization, DEoi, is
added that leads to the final DEint. An interesting feature of
our present procedure is that one may also perform an IQA
analysis from the Y0 wavefunction, which allows for an
almost direct comparison with EDA.[32]

EDA leads to DVelstat=�1.3 and �5.2 kcalmol�1, and to
DEPauli=8.3 and 70.5 kcalmol

�1 for systems 6a and 6b, re-
spectively. Thus, the “Pauli repulsion” term is invoked by
Poater, SolJ, and Bickelhaupt[13] as clear support of the
“steric repulsion” image of this kind of H–H interaction.
From Table 1, XR(IQA) is 3.2 and 40.5 kcalmol�1 in 6a and
6b, respectively. Although these values are smaller than the
EDA ones, as indeed they should be, they are positive and
evolve in similar ways. In fact, both the deformation and ex-
change components of XR(IQA) are almost saturated if
computed from the Y0 antisymmetrized function. This is the
same behavior already found in hydrogen-bonded dimers,[32]

and shows how enlarging the size of the Hilbert space upon
interaction is the main reason for both the deformation and
exchange energies of the fragments.
Now a unifying frame emerges. By using DEPauli, a non-

local quantity of the fragments upon interaction, the fact
that it actually brings together local destabilizing (deforma-
tion) and stabilizing (exchange) contributions is missed.
Thus, although deformation prevails over exchange, and
DE>0, there are well-defined exchange channels between
the H1 and H3 atoms with their related BPs.
Underlying the exchange-correlation term between the

“sterically crowded” hydrogen atoms of this work, spin pair-
ing appears again. For instance, in system 6b, the total prob-
ability that one and only one electron occupies each of the
H1 and H3 basins is 0.413, well below the 0.5 isolated-mole-
cule HF value. 99.9% these configurations correspond to
spin-paired (›fl or fl›) couplings, so there is still a strong
H1H3 link. There is also an overall 0.24 probability of find-
ing one electron in each of the H1 and H2 basins, 62% of
them spin paired. This implies a 12% excess over the inde-
pendent-molecules value, and a partial bond being formed.
Similarly, the large positive deformations are equally under-
stood by noticing that delocalization between the molecules
introduces a probability of 8.4% that the H1H3 molecule
bears three electrons. As we have recently shown,[48,49] these
overcrowded, confined resonant structures increase the
atomic self energies (Eself) significantly, particularly when no
new spin pairings occur. In agreement with conventional
wisdom, simple closed-shell interactions such as those in R–

H···H–R systems lead to “repulsion” due to a competition
between stabilizing RH and HH pairings on one hand, and
destabilizing deformations due to delocalization, and which
may be interpreted as due to Pauli exclusion, on the other.
We should stress that our view emphasizes the similar

nature of the physical processes that lead to the stabilizing
VHH
xc term in both the R–H···H–R closed-shell systems and
in the paradigmatic open-shell H2 case: spin pairing. This is,
by no way, a statement about similar chemical bonds for
closed and open shells. As shown, self energies behave very
differently in both cases. They increase very quickly in the
former, thus justifying the overall destabilization, whereas
DEH

self is kept at a 8 kcalmol
�1 level in H2 at Re.

[29] Local in-
teractions are thus similar in closed- and open-shell cases,
but deformation energies are not. The overall chemical
bond is thus completely different in the two cases.
Figure 2 shows that the H–H exchange grows as d de-

creases. Might then the “repulsion” come to an end at a
given small d value? This illuminating possibility was ex-
plored in system 7, which has the interesting property that a
H2 bond is stronger than two LiH ones. At the valence CAS
level, the 2LiHQH2+2Li reaction is thus exothermic by
6.5 kcalmol�1. Some interesting effects should thus be ex-
pected on decreasing d in a head-to-tail manner.
As shown in Figure 3, the transition occurs. As d decreas-

es, the LiH distance in each of the approaching molecules

slightly increases, and a normal closed-shell destabilization
occurs. At d�1.21 R a relatively sudden collapse forces the
two Li atoms apart, these remain loosely bound at about
5 R from their nearest hydrogen atoms if d is further de-
creased, and a H2 molecule forms. Severe density reorgani-
zations transform the almost Li+ basins in the 2LiH region
to neutral lithiums beyond the top of the barrier. There is
no topological change, because Li–H and H–H BPs exist at
all d values, but as we might likely have expected from our
previous arguments, the competition between the H� singlet
pairing present in each LiH molecule at large d, and the co-
valent H–H one in the 2Li+H2 at short d is clear. At about

Figure 3. Total energy and relevant exchange-correlation components for
the head-to-tail approach of two LiH molecules at the CAS level. Only
Vxc is shown in the inset within a small d window near the top of the
energy barrier.
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the collapse geometry, 2VLiH
xc becomes almost degenerate

with VHH
xc . Beyond this point, it is clearly preferable to pair

the electrons in the HH region and force the Li atoms
apart. We may follow the HH spin pairing as in previous
cases. Just before the collapse, for instance, there is a proba-
bility of 0.038 to find just one electron in each of the two hy-
drogen basins (leaving two neutral Li atoms). However,
these two electrons are already spin paired in 70% of cases.
Notice how the exchange between the hydrogen atoms is
much more intense than between the H� and Li+ ions in the
LiH molecules.

Conclusion

We have presented compelling evidence showing how the
bond paths of the quantum theory of atoms-in-molecules
signal the existence of preferred or privileged exchange
channels in molecules (strictly speaking, exchange-correla-
tion channels). These channels are nothing but real-space
carriers of quantum-mechanical exchange.
This goal was achieved by substituting the standard one-

basin energy decomposition of the theory by the IQA
framework, based on an exact one- and two-basin decompo-
sition of the molecular energy. The one-basin terms provide
the atomic self energies, Eself, and the two-basin ones their
interaction energies, Eint. Because the interaction between
two atoms is treated explicitly in IQA, the approach pro-
vides fruitful insights into chemical-bonding problems. Inter-
action energies are pairwise additive, and may be decom-
posed into a classical term, Vcl, that measures the total elec-
trostatic interaction between the atomic densities, and a
quantum-mechanical correction coming from the exchange-
correlation second-order density, Vxc. The latter is a stabiliz-
ing contribution that may be either enhanced, or counterbal-
anced by the classical term. Overall energetic binding results
when attractive Eint overcome the general Eself destabiliza-
tion that accompanies interaction.
By examining a number of archetypal simple systems, we

have shown that a bond path is found between two atoms
when: 1) there is no other competing atom in its vicinity, so
there must be a direct exchange route between them; 2) its
Vxc term with that atom is the largest among several possi-
bilities. Thus, BPs indicate particularly important exchange-
correlation terms, necessarily lowering the energy of the
system. This interpretation agrees with QTAIM orthodoxy,
both in its virial[6] and Ehrenfest[8] versions.
However, a note of caution should be made. The exis-

tence or absence of a BP is related to the competition of dif-
ferent exchange channels, and not to the absolute value of
exchange-correlation energies. For instance, when no com-
petition is present, as in the He–He case, a BP will appear
independently of the value of VHeHe

xc . Moreover, there might
be systems in which, despite a large Vxc, a BP is not formed
between two atoms because privileged channels of exchange
interaction, other than the bond path, come into play, for
example, those channels associated to lone pairs.

A stabilizing local interaction does not imply, however,
that the total energy of a system falls. This is the basis to un-
derstand why closed-shell interactions, such as those present
in the recently proposed hydrogen–hydrogen bonds,[12] lead
to an overall energy increase despite non-negligible negative
HH exchange-correlation energies. As shown with several
examples, it is the self-energy change of the hydrogens and
their nearest neighbors that accounts for the positive sign of
DE. The inability of non-local energy analyses such as EDA
to isolate local contributions to the energy allows us to un-
derstand why these methods only “sense” the final repul-
sion. IQA dissects its origin. Many other criticized BPs, such
as those between anions in condensed phases, or between
encapsulated molecules and their cages in endohedral com-
plexes, also have a clear meaning with our arguments.
The image proposed here establishes a connection be-

tween bond lines (bonding) and energetics (binding): the
former are linked to the exchange-correlation component of
the interaction energy between a pair of atoms. A transla-
tion of this link into the traditional (binding-like) image of
chemical bonds is not straightforward, for it must also in-
clude the electrostatic part of the interaction and the atomic
self energies, which do not directly determine the existence
of bond lines. Bond paths sense stabilizing exchange-correla-
tion channels, but not global energy changes. Thus, they are
compatible with global energy increases.
We have also shown that, from a chemical point of view,

the HH closed-shell interaction energies do not differ essen-
tially from those in other accepted bonds. Their origin lies
in a partial spin pairing of the associated electrons that in-
creases as the magnitude of Vxc increases. In extreme cases,
such as in our LiH dimer example, one hydrogen may even
prefer binding to the other and expel its Li companion if the
H–H distance becomes small enough. This does not at all
mean that the closed-shell HH global bonding is similar to
that found in open-shell cases: self energies behave in com-
pletely diverging ways, rising quickly in the former case as a
result of Pauli.s principle.
Our arguments are extendable to other closed-shell con-

tacts, and might shed light on basic aspects of theories of
molecular recognition in organic crystals and crystal engi-
neering, or in the construction of more reliable intermolecu-
lar force fields.
In summary, bond paths retain a clear meaning for

chemistry if the view proposed in this work is embraced.
Our interpretation is valid both for equilibrium and non-
equilibrium geometries, and compatible with other energy
analyses. Strictly speaking, bond paths and binding energies
(and so chemical bonds in the too-strict, purely thermody-
namic point of view) are not directly related. Recognizing
that two-atom bond energies cannot be rigorously defined
in polyatomics, but that atomic-like self energies and pair-
wise additive interactions do persist for atoms within mole-
cules, will be an important step in superseding the molecule-
as-a-sum-of-bonds image.
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